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An inversion layer at the surface of n-type iron
pyrite†

Moritz Limpinsel,a Nima Farhi,b Nicholas Berry,c Jeffrey Lindemuth,d Craig L. Perkins,e

Qiyin Linf and Matt Law*abf

Numerical modeling of Hall effect data is used to demonstrate the existence of a conductive inversion layer

at the surface of high-quality n-type single crystals of iron pyrite (cubic FeS2) grown by a flux technique. The

presence of the inversion layer is corroborated by Hall measurements as a function of crystal thickness and

photoemission spectroscopy. This hole-rich surface layer may explain both the low photovoltage of pyrite

solar cells and the widely-observed high p-type conductivity of polycrystalline pyrite thin films that have

together perplexed researchers for the past thirty years. We find that the thickness and conductivity of

the inversion layer can be modified by mechanical and chemical treatments of the pyrite surface,

suggesting that it may be possible to eliminate this hole-rich layer by passivating surface states and

subsurface defects. Furthermore, modeling of the high-temperature electrical conductivity shows that

the electronic band gap is 0.80 � 0.05 eV at room temperature (compared to 0.94 eV according to

optical transmission data), confirming that photovoltages of �500 mV should be attainable from pyrite

under solar illumination.
Broader context

Iron pyrite (cubic FeS2) is an earth-abundant, non-toxic semiconductor that can produce large photocurrents in solar cells, but the surprisingly small photo-
voltage generated by this material (<0.2 V) has limited its cell efficiency to �3% and prevented its commercial development. Debate about the origin of pyrite's
low voltage has occurred intermittently over the past 30 years, intensifying recently as a growing number of researchers reexamine this intriguing material. Here,
we use electrical measurements of high-purity single crystals to show that there is a thin, conductive inversion layer (a p-type layer) on the surface of n-type pyrite.
Conductive surface layers are well known for other optoelectronic materials, including InN and HgCdTe. Tunneling of charge carriers across pyrite's thin
inversion layer may result in voltage losses that account for the low voltage of pyrite solar cells. Moreover, the p-type surface can explain why the great majority of
pyrite thin lms are reported to be p-type regardless of synthesis technique or composition. We show that surface treatments such as chemical etches can
substantially reduce the conductivity of the inversion layer. This suggests that passivating the surface states believed to create the surface layer is critical to
boosting the efficiency of pyrite solar cells.
1. Introduction

Iron pyrite (cubic FeS2) seems a nearly ideal absorber layer for
scalable thin-lm solar cells due to its suitable band gap
(widely accepted to be �0.95 eV), high absorption coefficient
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(a > 105 cm�1 for hn > 1.3–1.4 eV), sufficient minority carrier
diffusion length, practically innite elemental abundance, and
low toxicity. Although large short-circuit photocurrent densities
(>30 mA cm�2) have been reported from pyrite single crystals,1,2

all pyrite photocells to date suffer from a low open-circuit
voltage (VOC) that limits their power conversion efficiency to
�3%.3 Proposed explanations for the low VOC include bulk
phase impurities,4,5 a high concentration of bulk point defects
(particularly sulfur and iron vacancies),3,6,7 a metallic FeS-like
surface layer,8,9 and surface states that generate a hole-rich
surface inversion/accumulation layer,10,11 possibly having a
reduced band gap compared to bulk pyrite.12 We have recently
argued that the explanation most consistent with the main
experimental data (i.e., high photocurrents but low photo-
voltages from pyrite single crystals, as well as high p-type
conductivity of pyrite thin lms regardless of composition or
preparation method) is that pyrite has a hole-rich surface
inversion/accumulation layer that results in a leaky and/or
Energy Environ. Sci.
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small potential energy barrier at the surface.11–13 Here we
demonstrate the existence of this inversion layer on the surface
of high-quality n-type pyrite single crystals using variable-
temperature Hall effect and valence band photoemission
measurements. We show that the surface layer, which may have
a band gap signicantly smaller than that of bulk pyrite, is
electrically conductive and dominates transport when the
number of surface holes becomes substantially larger than the
number of bulk electrons (i.e., for thin samples and/or low
temperatures). We nd that the conductance of the inversion
layer can be altered by physicochemical treatments of the pyrite
surface, suggesting that it may be possible to eliminate this
hole-rich layer and boost the VOC of pyrite solar cells by
passivating surface states and near-surface defects.
2. Results and discussion

Pyrite single crystals were synthesized in sodium polysulde
ux14,15 by heating an evacuated quartz ampoule containing a
crucible lled with high-purity iron, sulfur, and Na2S to 780 �C
and cooling to room temperature over �29 hours (see the
Experimental section). Na2S-sulfur is an excellent ux for pyrite
crystallization because it is liquid over a wide range of compo-
sition and temperature (see ESI Fig. S1†), shares a common
anion with pyrite, and features a cation that does not incorpo-
rate into pyrite to any signicant degree (<200 ppb according to
secondary ion mass spectrometry measurements, see below).
Our particularly simple implementation of this ux method
produces larger and purer, crystallographically perfect pyrite
crystals more quickly than alternative approaches such as
chemical vapor transport (CVT). The high purity of these crys-
tals proved critical for revealing via Hall effect measurements a
hole-rich layer at the surface of pyrite. We believe that the
tunneling of carriers across this layer may cause the low voltage
of pyrite photocells, as described in some detail below.
2.1. Structural and elemental characterization

Fig. 1 shows basic structural characterization of the crystals.
The ux synthesis produces highly-faceted but noncubic crys-
tals with a typical size of 8 � 8 � 6 mm (limited by the size of
our crucibles). Most of the facets are optically at with a golden
mirror nish, but some have a large density of macro-steps and
small terraces (Fig. 1a). High-resolution synchrotron powder
XRD patterns of crushed crystals index to pyrite with a room-
temperature lattice constant of 5.41741 � 0.00087 Å and show
no trace of other crystalline or amorphous phases (Fig. 1b).
Likewise, Raman spectra feature only sharp pyrite peaks
(Fig. 1c). Slabs were cut with a diamond saw parallel to prom-
inent facets and polished to �2 nm RMS roughness using SiC
paper and a series of slurries (see Experimental). Wide-angle 2q–
u XRD scans show the slabs are single crystals with (111) or, less
oen, (210) orientation (Fig. 1e). (111) rocking curve peak
widths of 6–9 arcseconds indicate that the pyrite slabs have a
very high degree of crystalline perfection, comparable to
commercial silicon wafers (Fig. 1f). To determine whether the
crystals are in fact single crystalline throughout their volume,
Energy Environ. Sci.
we acquired 2q–u and pole gure data of slabs cut in several
orthogonal orientations and found that nearly all specimens are
indeed highly-perfect single crystals (data not shown), although
a few samples showed evidence of a small number of slightly
misoriented grains in pole gures. Single crystal X-ray diffrac-
tion of small crystallites (�0.2 mm on a side) detached from the
as-grown crystals showed very high-quality single crystal pyrite
patterns (see Fig. S2† and discussion). Crystal structure rene-
ment yielded site occupancy factors of 1.00 � 0.04 for both Fe
and S, indicating a stoichiometry of FeS2.0 within the error of
the renement. This agrees well with a sulfur-to-iron ratio of
1.988 � 0.03 (i.e., FeS2.0 within experimental error) determined
by closed-vessel inductively coupled plasma optical emission
spectroscopy (ICP-OES) analysis of an as-grown crystal, partic-
ularly considering the tendency for sulfur to be lost to the gas
phase during pyrite digestion.16 Overall, our results show that
the ux synthesis produces large, high-quality, and stoichio-
metric pyrite single crystals.

A disadvantage of the ux synthesis is that the pyrite crystals
always contain macroscopic voids. These voids are clearly
visible by eye upon sectioning an as-grown crystal. X-ray
tomography was employed to image the voids in several as-
grown crystals. 3D reconstructions show that some regions of
each crystal contain localized networks of elongated and glob-
ular voids (Fig. S3 andMovie S1†). Some of the voids open to the
external surface of the crystal, while others are closed. The
density of several crystals was measured by helium pycnometry
to be 4.904(3)–4.959(3) g cm�3, or 97.9–99.0% of the theoretical
density of pyrite (5.011 g cm�3 at room temperature). Since
pycnometry measures the skeletal volume (i.e., the volume of
the crystal plus any voids inaccessible to He), we conclude that
only a relatively small fraction of the void volume is closed.
Crucially, the top �1 mm of most crystals is completely free of
voids, while the void density increases toward the bottom of the
crystal (i.e., where the crystal touches the crucible). All electrical
and optical measurements described in this paper used void-
free slabs in order to avoid potential complications from empty
volume effects.

The bulk elemental composition of the crystals was deter-
mined by glow discharge mass spectrometry (GDMS), instru-
mental gas analysis (IGA), and secondary ion mass spectroscopy
(SIMS), as described in the Experimental section. GDMS
provides a full elemental survey (Li–U) with ppb–ppm detection
limits, while IGA measures gas-forming elements (O, C, N, H, S)
over a wide dynamic range (ppm to percent levels). SIMS is a
surface probe that samples a much smaller amount of material
than either GDMS or IGA (�0.5 mg versus >10 mg). Table 1 lists
all impurities detected in the crystals by the three techniques.
Based on the GDMS/IGA data, the total impurity content of the
crystals excluding oxygen, carbon and hydrogen is �25 ppm,
with the only elements above 1 ppm being Cr (6.4 ppm), B
(6.3 ppm), Si (4.2 ppm), Na (4.2 ppm), and Cl (1.1 ppm). Chro-
mium is a known impurity in our iron starting material (see
Fig. S4–S7† for information on the impurity content of precur-
sors) and can be eliminated by using commercial batches of
iron that are free of chromium. Since the sodium was largely
removed by thoroughly rinsing crushed crystals in water, we
This journal is © The Royal Society of Chemistry 2014
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Fig. 1 Pyrite single crystals grown in a Na2S-sulfur flux. (a) Photograph of two as-grown crystals. Scale is in centimeters. (b) Synchrotron XRD
pattern of a powdered crystal on a log scale. All 39 reflections index to pyrite and no other phases are detected. A linear least squares fit of the
data gives a cubic lattice parameter of 5.41741 � 0.00087 Å at room temperature. The background pattern is for an empty capillary tube. Small
blue bars near the x-axis denote the pyrite reference peaks. (c) Typical Raman spectrum of a pyrite slab. All peaks correspond to pyrite.13 (d)
Photograph of pyrite slabs showing a heavily stepped as-grown facet (left) and a polished facet (right). (e) 2q–u XRD scan on a log scale of a
polished slice with (111) orientation. Small blue bars near the x-axis denote the pyrite reference peaks. (f) (111) rocking curves for a pyrite slab and a
prime grade CZ-grown Si wafer. The pyrite slab shows a FWHM of 6.5 arcseconds, compared to 8.8 arcseconds for the Si wafer.

Table 1 Elemental analysis of pyrite flux crystals by GDMS, IGA, and
SIMSa

Element
GDMS/IGA concentration
(ppm at.)

SIMS concentration
(ppm at.)

O 1775b 1–4
C 533b 1–2
N DL (<28) NM
H ?c (15, 52, 560)d

Cr 6.4 (1, 3, 82)d

B 6.3 NM
Si 4.2 NM
Na 4.2b <0.006–0.2
Cl 1.1 0.05–0.2
Ni 0.9 NM
Ca 0.4 <0.003–0.2
Al 0.4 0.07–0.2
Mg 0.3 <0.002–0.008
P 0.1 NM
F DL (<1) <0.03–0.2
K DL (<0.1) <0.0004–0.3

a Data for crystals grown in pBN crucibles. b Oxygen, carbon, and
sodium are present on the crystal surface, with very little in the
lattice. c Hydrogen could not be accurately measured by IGA. d Values
listed for three different crystals to show variability. All unlisted
elements (Li–U) were below GDMS detection limits (0.01–0.5 ppm at.
for most elements). SIMS data are average bulk values (>500 nm from
the crystal surface). DL ¼ below detection limit; NM ¼ not measured.

This journal is © The Royal Society of Chemistry 2014
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believe that sodium is present only on the surface of the crystals
(as residual ux) and not as substitutional or interstitial
impurities in the pyrite lattice. SIMS data conrm this inter-
pretation (see below). The origin of the boron, silicon, and
chlorine contamination is less clear. Boron is present regardless
of whether pBN or alumina crucibles are used in the syntheses,
so it must originate from the Na2S precursor or, less likely, the
quartz ampoule. Silicon probably comes from the quartz. If we
disregard Na, our crystals are 99.998% pure on a “metals” basis,
making them the purest pyrite crystals yet reported.17–21

Although the metal levels are very low, high concentrations
of oxygen (1775 ppm) and carbon (533 ppm) were detected by
IGA, and we could not reliably quantify the hydrogen content by
IGA due to instrument complications from sulfur. Oxygen,
carbon, and hydrogen could have important electronic effects if
these elements are in the lattice rather than on the surface of
the crystals. We used SIMS depth proling to verify the
concentration of oxygen, carbon, and a group of other trace
elements (H, Cr, Al, F, Cl, Na, K, Mg, and Ca) in several locations
on three different pyrite crystals. As seen in Fig. 2, SIMS proles
show that the concentration of oxygen and carbon is only 1–
5 ppm in the bulk of the crystals, much lower than the values
determined from IGA. The higher concentration of oxygen and
carbon near the surface of the crystals – which probably results
mainly from surface particle contamination (unavoidable for
samples prepared in non-UHV conditions) – is insufficient to
Energy Environ. Sci.
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Fig. 2 SIMS depth profiles of (a) an as-grown surface and (b) a polished surface of two different pyrite crystals. DL ¼ below detection limit.
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reconcile the IGA and SIMS results, implying sources of oxygen/
carbon that the SIMS experiments do not detect. Based on these
combined data, we conclude that the oxygen and carbon
contamination sits mostly on the surface of the crystals and is
present in the pyrite lattice only in ppm concentrations.

SIMS also shows a substantial, sample-dependent concen-
tration of hydrogen (15, 52, and 560 ppm in three different
samples) and chromium (1, 3, and 82 ppm) in the pyrite bulk.
Hydrogen is a ubiquitous impurity that may originate from our
H2-reduced iron precursor, incompletely-dried Na2S or sulfur
precursors, or several other potential sources. Hydrogen may
act as an electronic dopant in pyrite. Chromium is from the iron
precursor, as mentioned above. All other elements monitored
by SIMS were below �0.2 ppm, in rough agreement with GDMS
results. The variation in impurity concentration from sample to
sample probably reects variations in precursor purity and
sample processing, but we cannot rule out the possibility that
the crystals have an inhomogeneous impurity distribution.
Future work will assess the homogeneity of the crystals at
different length scales. Based on the combined GDMS, IGA, and
SIMS data, we conclude that (i) our crystals have a total lattice
impurity content of �80 ppm (assuming �52 ppm of hydrogen
on average), making them �99.992% pure overall, (ii) hydrogen
is the major extrinsic impurity, and (iii) surface particle
contamination is responsible for the high levels of oxygen and
carbon detected by IGA. Although our crystals are quite pure,
efforts are underway to improve their total elemental purity to
better than 99.999% for ongoing doping and transport studies.
2.2. Hall effect studies

Hall effect data were collected on pyrite (111) and (210) slabs in
a van der Pauw geometry over a temperature range of 40–700 K
(see Experimental). Fig. 3 plots the conductivity s and the
absolute value of the Hall coefficient |RH| versus inverse
temperature for a typical sample. The conductivity decreases by
a factor of �108 with decreasing temperature and shows three
distinct linear regions of progressively smaller activation
Energy Environ. Sci.
energy: (I) Ea � 375 meV for T > 500 K; (II) Ea � 163 meV for 350
K > T > 130 K; (III) Ea� 24meV for T < 90 K. We assign region I as
the intrinsic region, where the activation energy is related to the
(high-temperature) band gap of pyrite. Region I is discussed in
more detail in Section 2.3. In region II, the crystal is clearly n-
type (large negative value of RH) and transport is dominated by
the ionization of donor states. Since n [ p in this extrinsic
region, the Hall coefficient simplies to RH ¼ �1/ne and the
Hall data can be used to estimate the free electron density n,
mobility me, donor concentration ND, and donor energy ED. At
300 K, n ¼ 5 � 1015 cm�3 and me ¼ 245 cm2 V�1 s�1.

We consider two limiting cases for determining ED and ND

from the slope of RH(T) in region II. The slope in this region
corresponds to an activation energy of �195 meV for n(T). We
note that the Ea of s(T) is somewhat different (�165 meV)
because s is the product of two temperature-dependent quan-
tities, n(T) and me(T), while RH(T) in the unipolar region depends
only on n(T). If we rst assume that the crystals are uncom-
pensated (NA/ND ¼ 0, where NA is the concentration of accep-
tors), then the Fermi level is located about halfway between ED
and the conduction band edge EC, such that (EC � ED)/2 z
195 meV. In this case, the donor ionization energy EC � ED is
�390 meV and, using the approximation ND � ne(EC�ED)/2kBT, we
nd ND ¼ 9 � 1018 cm�3 (equivalent to �120 ppm). However, it
is extremely unlikely for a compound semiconductor to be
completely uncompensated. At �60% compensation
(see Fig. S8† for justication of this value), the Fermi level is
essentially equal to the donor level, making EC � ED � 195 meV.
In this case, the donor ionization energy determined from RH(T)
is approximately 195 meV, while ND remains unchanged. Since
including compensation changes little other than the energy of
the donor state, we assume zero compensation in most of the
remainder of this paper. We believe that the donor is probably a
native defect (most likely a sulfur vacancy or vacancy cluster),
since hydrogen is the only extrinsic impurity with a concentra-
tion higher than �1018 cm�3 yet the Hall data show no clear
correlation to the hydrogen concentration. A graph of electron
This journal is © The Royal Society of Chemistry 2014
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Fig. 3 Raw Hall effect data (s and |RH|) for a pyrite (111) slab with a
thickness of 1040 mm. The conductivity shows three linear regions
with activation energies of 375 meV, 163 meV, and 24 meV, respec-
tively. The Hall coefficient exhibits unusual behavior, including a
minimum at �120 K and a sign change from negative (electron
dominant) to positive (hole dominant) at �80 K. Red squares indicate
negative values of RH, while red and white squares are positive values.
The sign of RH varies at low temperature because the Hall voltage VH is
very small in this regime. The high-temperature data can be fit with a
model that considers only a homogeneous crystal with a single donor
(dotted traces). A three-layer model (n-type bulk plus p-type surface
on each side of the crystal) is needed to fit the data over the entire
temperature range (dashed traces; see Experimental section). This fit
uses the normal parabolic DOS(E) functions, the free electron
approximation, and the Fermi–Dirac distribution function, assuming
zero compensation of bulk and surface. See Fig. S8† for fits that
include the bulk compensation ratio as a free parameter. Using instead
numerical DOS(E) values obtained from density functional theory (DFT)
calculations of the pyrite band structure22 results in fits that are
systematically better at low temperature but worse at high tempera-
ture (see Fig. S10 for the fits,† Fig. S11 for a comparison of the two types
of DOS(E) functions used in the modeling, and Fig. S12† for a
comparison of modeling results using the two DOS(E) functions). Fit
parameters are shown in Table 2. The sample is intrinsic at high
temperatures (red region). With decreasing temperature, transport
becomes dominated by bulk electrons (yellow), enters a transition
region of mixed electron and hole conduction (blue), and then
becomes dominated by surface holes as the bulk electrons are frozen
out (gray).
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density and mobility that assumes (necessarily but wrongly) the
validity of the single carrier approximation for all temperatures
is shown for illustration in ESI (Fig. S9†). The mobility in region
Table 2 Fit parameters used in Fig. 3 and S10†

Parameter (unit) Parabolic DOS DFT DOS

ND (cm�3) 6.3 � 1018 5.6 � 1019

EC � ED (meV) 390 380
NA (cm�3) 2.2 � 1020 4.5 � 1019

EA � EV (meV) 50 50
Egap,300 K (meV) 700 700
mh (cm2 V�1 s�1) 2.5 2.5
ds (nm) 4.4 4.4

This journal is © The Royal Society of Chemistry 2014
II varies with temperature as T�2.0 to T�2.5, implying that
phonon scattering limits the mobility at intermediate temper-
atures, as it does in most high-quality single crystals. The
mobility peaks at values up to 1930 cm2 V�1 s�1 at �120 K
before appearing to decrease at lower temperatures. However,
as discussed below, conduction from 90–155 K is mixed
between bulk electrons and surface holes, making RH s �1/ne.
As a result, the peak electron mobility in Fig. S9† is probably
underestimated and the mobility values in this intermediate
range of temperatures have no clear physical meaning.

The Hall coefficient exhibits unusual behavior at tempera-
tures below�155 K. Instead of showing the expectedmonotonic
increase in magnitude due to carrier freeze out, RH of the pyrite
samples reaches a minimum at �120 K, increases, and then
passes through zero at �80 K and changes sign from negative
(electron dominant) to positive (hole dominant) at lower
temperatures. This sign change appears as a cusp in |RH(T)| in
Fig. 3. Such an RH extremum and sign reversal cannot occur in a
doped or compensated semiconductor away from the intrinsic
region unless (a) the mobility of holes becomes many orders of
magnitude larger than that of electrons at low temperature, (b)
the mechanism of charge transport changes from band
conduction to some form of hopping below �155 K, or (c)
conduction in a p-type surface inversion layer dominates the
low-temperature transport.

To test premise (a), we calculated RH(T) self-consistently for
widely-varying combinations of dopant density, dopant ioniza-
tion energy, and carrier mobility and found that low-tempera-
ture RH sign changes can occur only when me(T) or mh(T) is
unphysical, such as when mh(T) increases exponentially by many
decades with decreasing temperature (Fig. S13†). We conclude
that the observed RH(T) behavior must be due to either a tran-
sition to hopping transport (premise b) or surface conduction
(premise c).

Conduction by hopping between localized states in a
compensated single crystal can cause unusual RH behavior –

including extrema and possibly sign reversals – that might in
principle explain our RH(T) data.23,24 Only a few reports have
presented non-monotonic RH(T) data from pyrite.18,25–27 Most
notably, Tomm et al. observed a maximum in |RH| similar to
ours, but with no sign reversal.28 These authors attributed the
RH turnover to a transition to hopping conduction at lower
temperatures, without providing evidence to support this
interpretation. Various types of hopping transport have also
been reported recently in single-crystal pyrite nanostructures29

and mixed-phase pyrite thin lms containing metallic Fe
grains.30 To test for hopping conduction in our crystals, we rst
determined the temperature dependence of the low-tempera-
ture resistivity (region III in our notation). The resistivity r of a
single crystal typically takes the form r(T) ¼ r0 exp[(T0/T)

p],
where p ¼ 1 can indicate either band conduction or nearest-
neighbor hopping, p ¼ 1/2 usually corresponds to Efros–
Shklovskii variable range hopping (ES VRH), and p ¼ 1/4 is
characteristic of Mott variable range hopping.24 To determine
the value of p, we linearized r(T) using the logarithmic deriva-
tive method described in ref. 30, giving
Energy Environ. Sci.
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Fig. 4 Transverse magnetoresistance [100(r(H)� r(0))/r(0)] of a pyrite
single crystal at 70 and 300 K in fields up to 90 kOe.
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ln
�
� dðln rÞ
dðln TÞ

�
¼ constant � p lnðTÞ (a derivation of this

equation can be found in the ESI†). Fits of the low-temperature
resistivity data yield pz 0.53 from 40–100 K, consistent with ES
VRH (see Fig. S14†). In Gaussian cgs units, T0 ¼ 2.8e2/(kakB),
where k is the dielectric constant of pyrite (k¼ 20.5) (ref. 31) and
a is the characteristic radius of the localized state participating
in VRH. Given the limiting values of ED extracted from RH(T)
(i.e., EC � ED ¼ 0.390 eV for zero compensation and EC � ED ¼
0.195 eV for nite compensation) and assuming an effective
electron mass of 0.45me,22 our samples have
a ¼ h-=

ffiffiffiffiffiffiffiffiffiffiffiffi
2mED

p ¼ 4:6� 6:6 Å and thus T0 ¼ 3480–4920 K.24 Note
that this a is smaller than the Bohr radius of electrons in pyrite
(aBohr � 23 Å)22 because the state radius decreases as ED

�1/2,
making deep donors smaller than shallow donors. Fits to the
data from four crystals give T0 ¼ 3550–6350 K (Fig. S14†), in
reasonable agreement with the value expected from ES VRH
theory. We conclude that the low-temperature r(T) data are
generally consistent with ES VRH. However, hopping in single
crystals, and especially VRH, usually occurs at much lower
temperatures and with signicantly smaller activation energies
than is observed here.

We therefore sought to conrm ES VRH transport by
measuring the dependence of the transverse magnetoresistance
(MR ¼ [100(r(H) � r(0))/r(0)]) on magnetic eld and tempera-
ture. If conduction in a doped semiconductor is due to band
transport rather than hopping, the resistivity should have a
weak parabolic dependence on the magnetic eldH, i.e., r(H)z
r0[1 + m

2(m0H)
2], when the eld is weak (i.e., |mm0H| < 1), where m

is the majority carrier mobility and m0 is the magnetic perme-
ability.32 On the other hand, a characteristic feature of any type
of hopping conduction is a large positive MR that increases
exponentially with the strength of the magnetic eld as

r(H) ¼ r0 exp(AH
m), (1)

where the value of m and the form of A depend on H.24,33 The
large positive MR is due to compression of the wavefunctions of
localized states by the eld that causes a rapid decrease in
overlap between the tails of these states. For nearest-neighbor
hopping in weak magnetic elds (i.e., when the magnetic length
l¼ [cħ/eH]1/2 is much larger than the characteristic radius of the
impurity state, m ¼ 2 and A ¼ 0.036ae2/Nc2ħ2, where N is the
impurity concentration.24 Since l $ 85 Å and a # 6.6 Å for our
samples, the condition l [ a is satised and the weak-eld
regime applies. A second condition for weak-eld hopping MR
is light to moderate doping of the semiconductor (i.e.,Na3 < 1).24

Using N� 1019 cm�3 for our crystals, we nd Na3� 0.001–0.003,
well within the range of validity of this equation. Using eqn (1)
with weak-eld values for m and A, we predict only a very small
MR of�0.04% at our maximum eld of 90 kOe. An even smaller
MR (0.0007–0.0032%) is expected if ES VRH is the conduction
mechanism at low temperature (see eqn (2) below).

Fig. 4 shows typical magnetoresistance data for a pyrite
crystal at 70 K and 300 K. The MR is weak and positive at these
and all other temperatures measured (30–300 K). Themaximum
value of the MR at 70 K is �0.3%, which is �8 times larger than
Energy Environ. Sci.
expected for nearest-neighbor hopping and >95 times larger
than expected for ES VRH. We nd that the 70 K data can be t
equally well to a parabolic (band transport) or exponential
(ES VRH; see eqn (2)) eld dependence, but the extracted values
of m (63 cm2 V�1 s�1) and T0 (106 000–278 000 K) are unrea-
sonably large (Fig. S15†). We conclude that r(H) obeys neither
expression and cannot be used to distinguish between band and
hopping conduction in these samples. The fact that even the
300 K MR data t well to an exponential, hopping-type function
suggests that r(H) is of limited use in determining the transport
mechanism when the MR is small and positive.

The temperature dependence of the MR is also inconsistent
with hopping. The typical temperature dependence of MR for ES
VRH is:

r(H) ¼ r0 exp[(ta
4/l4)(T0/T)

3/2], (2)

with t ¼ 0.0015.24 Using a ¼ 4.6–6.6 Å and T0 ¼ 3480–4920 K,
eqn (2) predicts the MR to increase by less than 0.01% from
100 K to 30 K at our strongest eld (90 kOe). Plots of MR vs. T
from 30–300 K are shown in Fig. S16.† Although the low-
temperature (<100 K) data are too scattered to reliably deter-
mine the temperature dependence of MR at weaker elds, at the
strongest eld the MR increases with decreasing temperature in
qualitative agreement with eqn (2). However, ts to the data
yield unreasonably large values for T0 on the order of 105 K.
Based on this lack of quantitative agreement, we conclude that
the temperature dependence of MR does not support hopping
transport.

Overall, the r(T) and r(H) data are inconsistent with each
other and unable to provide a rm conclusion about the exis-
tence of hopping transport in these pyrite crystals. The r(T)
analysis supports ES VRH transport, but MR(H) cannot be
explained by simple hopping or band conduction and MR(T) is
inconsistent with hopping. A more denitive conclusion could
be obtained by determining whether the low-temperature
resistivity shows an exponential dependence on the concentra-
tion of impurity states, but so far it has not proved possible to
control the dopant concentration in pyrite to the degree needed
for such a study. Regardless of whether hopping occurs, the
This journal is © The Royal Society of Chemistry 2014

http://dx.doi.org/10.1039/c3ee43169j


Fig. 5 Dependence of Hall data on sample thickness. The crystal was
polished on both sides and etched in piranha solution for 2 minutes
prior to each measurement (except for the 490 mm data, for which
only one side was freshly polished prior to piranha treatment). Dotted
curves are predictions (not fits) from the multi-layer model using the
sample thickness and parabolic DOS(E) functions.
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results we present below establish beyond doubt the existence
of a conductive inversion layer at the surface of pyrite. The open
question is then whether carriers in this surface layer move by
hopping, conventional band transport, or perhaps even impu-
rity band transport at low temperature.

We can quantitatively account for the Hall behavior of our
pyrite crystals (e.g., Fig. 3) by supposing that conduction is by a
p-type surface layer in parallel with the n-type bulk of the crystal.
The surface layer is an inversion layer caused by large upward
band bending at the surface of the crystal. The origin of this
band bending is discussed below. To model the Hall data, the
crystal can be thought to consist of three layers: the bulk and a
surface layer on each side of the crystal. Our model follows the
approach of Petritz34 and assumes a single donor level in the
bulk and a single acceptor level in the surface layer
(see Experimental section). Nonzero compensation in the bulk
was also considered in some modeling ts. We calculate EF(T)
self-consistently from the semiconductor charge neutrality
condition and then determine n(T) and p(T) in all layers, while
the mobilities are inputs to the model parameterized from the
Hall data in the unipolar regions. The dotted traces in Fig. 3
show a simultaneous t of the high-temperature s and RH data
by considering only the bulk (zero compensation), without the
surface layers. This t is good at temperatures above the |RH|
maximum, but of course cannot capture the unusual low-
temperature behavior. Including the surface layers in the model
results in a good global t over the entire temperature range
(dashed traces). Parameters used in the ts in Fig. 3 and S10,†
including estimates of the density and ionization energy of both
the donor and acceptor, are listed in Table 2 and are physically
reasonable. Using parabolic DOS(E) functions in the model
results in the following typical values for the parameters: ND,bulk

¼ 6.3 � 1018 cm�3; EC � ED ¼ 390 meV; EA � EV ¼ 50 meV; ds ¼
4.4 nm; mh ¼ 2.5 cm2 V�1 s�1. The surface acceptor density
NA,surface depends on surface preparation and varies in the range
of 1019–1021 cm�3. See Fig. S17† for typical model outputs
specic to the bulk and surface layers. This model provides a
simple explanation for the existence of the maximum and sign
reversal in |RH|: bulk conduction of electrons dominates at
temperatures higher than the maximum (giving RH < 0), while
surface conduction of holes dominates at temperatures lower
than the maximum (and gives RH > 0). The activation energy of s
at T < 90 K (i.e., in region III) may correspond to the ionization of
holes from a shallow surface acceptor into the valence band. At
temperatures close to the |RH| maximum, bulk and surface
conduction are of similar importance, giving rise to a regime of
mixed transport between bulk electrons and surface holes.
Spatial separation of these charge carriers is maintained by the
surface electric eld that denes the inversion layer. In other
words, the inversion layer is to some extent electrically isolated
from the n-type bulk by a depletion region (see Fig. 8). As we
discuss below, the inversion layer revealed by our Hall
measurements is likely the main reason that pyrite has a pho-
tovoltage much smaller than its band gap permits.

Critical additional evidence for surface conduction in an
inversion layer comes from the dependence of the Hall data on
sample thickness. In principle, decreasing the slab thickness
This journal is © The Royal Society of Chemistry 2014
should decrease the ratio of the bulk to surface layer thick-
nesses and change s and RH according to eqn (10) and (11) in
the Experimental section. Only when surface conductivity is
quite different from bulk conductivity do we expect to affect the
Hall data by changing the surface-to-volume ratio. We acquired
Hall data on several pyrite slabs as a function of thickness by
using mechanical polishing to progressively thin the slabs
between measurements. Care was taken to prepare the surfaces
in the same way for each measurement in order to avoid
uncontrolled differences in surface morphology or chemistry
that might inuence the results. Fig. 5 presents Hall data (80–
350 K) for a representative crystal at thicknesses of 820, 490,
140, and 60 mm, along with predictions from the model (dashed
traces). We observe systematic changes in the low-temperature
data that are in qualitative agreement with predictions from the
multi-layer model. With decreasing sample thickness, the |RH|
maximum shis to higher temperatures (from 118 to 152 K in
Fig. 5) and the low-temperature s increases by a factor of
�20 with no change in activation energy. The RH sign reversal
also occurs at progressively higher temperatures (from 85 to
100 K). These effects are geometric: since surface layer
conductance is a larger fraction of the total conductance in
thinner samples, surface conduction starts to dominate RH at
higher temperatures as the crystal is thinned. Because the
surface conductivity is much larger than bulk conductivity at
low temperatures (for example, sbulk ¼ 6 � 10�7 S cm�1 and
ssurf ¼ 0.53 S cm�1 at 100 K), the total sample conductivity
increases for thinner samples. We note that the systematic
thickness dependence of |RH| and s in Fig. 5 is in itself suffi-
cient evidence to prove that pyrite has a conductive surface
layer. As expected, control experiments on silicon single crystals
showed no change in |RH| or s as a function of slab thickness
because silicon lacks a conductive surface layer (Fig. S18†).
Energy Environ. Sci.
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Fig. 6 Dependence of the Hall data on gross surfacemodifications. (a)
Data for one pyrite sample after the following sequence of surface
treatments: as grown ¼ no treatment of top surface, bottom surface
rough cut with a diamond saw; polished¼ after polishing both sides to
�2 nm RMS roughness (see Experimental); damaged ¼ after aggres-
sive grinding of both sides with SiC paper; piranha etched ¼ after a 5
min etch in piranha solution. Sample thickness: 400–500 mm. (b) SEM
and AFM images of the as-grown crystal. RMS roughness ¼ 1.3 nm. (c)
SEM and AFM images of the polished crystal. Roughness¼ 1.6 nmRMS.
The particles present in (b) and (c) were determined to be pyrite by
energy dispersive spectroscopy. (d) SEM image of the crystal after
damaging the surface with SiC grinding paper. (e) SEM image of the
crystal after etching in piranha. Note that while a 5 min piranha etch of
a damaged crystal results in pitting, the same etch of a polished crystal
leaves an unpitted, planar surface. See Fig. S20† for SEM and AFM
images of a polished, piranha-etched sample and Fig. S21† for SEM
images used to determine the etch rate of the pyrite crystals in piranha
solution.
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The low-temperature Hall data is also sensitive to mechan-
ical and chemical modication of the crystal surface, as
expected if surface conduction dominates transport. Fig. 6
shows how |RH| and s change as a typical pyrite slab is cut,
polished, damaged by grinding with SiC paper, and then etched
in piranha solution to remove the surface damage. Polishing
the as-grown slab causes a small increase in conductivity and
slight shi of the |RH| maximum to higher temperature.
Damaging the surface by mechanical grinding results in a much
larger change of the same kind, consistent with a thicker and/or
more conductive surface layer. Rocking curves show that
signicant lattice disorder is induced by the grinding step
(Fig. S19†). A brief piranha or nitric acid etch removes this
surface damage, dramatically lowers the conductivity, and
shis the |RH| maximum to lower temperature (from 140 to 114
K), indicating a decrease in the thickness and/or conductivity of
the surface layer to below that of the polished crystals. Modeling
shows that the effective surface acceptor density decreases by a
factor of �15 aer piranha or nitric acid etching of polished
crystals. These surface modications have a large impact on the
low-temperature data (where the surface layer dominates
transport), but little impact on either s or RH at temperatures
above �160 K. A chemical understanding of these changes is
the goal of ongoing studies. It is possible that piranha and nitric
acid treatments reduce the conductivity/thickness of the surface
layer by oxidizing the surface and passivating some fraction of
the surface states. The partial suppression of surface conduc-
tion by oxidizing etches raises the hope that suitable chemical
treatments can be devised to control and eliminate the inver-
sion layer at the pyrite surface.

We used ultraviolet photoelectron spectroscopy (UPS) to
independently conrm the existence of the inversion layer (see
Experimental). Fig. 7 shows room-temperature He I UP spectra
of a polished pyrite (111) slab acquired before and aer cleaning
the surface with a sequence of UV/ozone (UVO) and ammonium
uoride treatments to remove adventitious organic and oxide
contamination. Both spectra show that the Fermi level lies
0.11 � 0.05 eV above the valence band maximum (inset Fig. 7),
i.e., the surface is p-type in both cases assuming that the surface
band gap is greater than �0.2 eV. In light of the Hall results
presented above, it follows that the surface must feature an
inversion layer with a band diagram similar to Fig. 8 (if the
surface and bulk band gaps are the same) or Fig. S22† (if the
surface band gap is smaller than the bulk band gap; see below).
The UPS data contain signicant information in addition to the
position of the surface Fermi level, but a more detailed analysis
of the surface preparation procedures and UPS results is beyond
the scope of this paper and will be published elsewhere.35

The likely existence of an inversion layer at the surface of
pyrite was established twenty years ago by Bronold and co-
workers using UPS measurements of vacuum-cleaved (100)
single crystals.10,36,37 Our UPS results reproduce this early work
and, together with our Hall analysis, show that it is correct for
pyrite (111), (210), and (100) surfaces. Following Bronold, we
attribute the pinned Fermi level and resulting inversion layer to
intrinsic surface states with energies near the valence band
edge. The inversion layer probably originates from a symmetry
This journal is © The Royal Society of Chemistry 2014
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Fig. 7 Upper valence band spectra of a polished pyrite (111) slab
before and after surface cleaning by UV/ozone and aqueous NH4F
etching. Inset is a magnified view of the edge of the valence band. In
both cases, EF� EVz 0.11 eV and the surface of the n-type crystal is p-
type.

Fig. 8 Calculated equilibrium band diagram of the pyrite surface at
300 K (see Experimental) assuming Eg ¼ 0.76 eV (see Section 2.3) and
zero compensation. In the bulk, EF is located �190 meV below the
conduction band edge (consistent with ND ¼ 6 � 1018 cm�3 and EC �
ED ¼ 390 meV from Hall data). At the surface, EF is pinned �100 meV
from the valence band edge (consistent with UPS data). Equilibration of
bulk with surface results in steep upward surface band bending of
�480 meV and the generation of an inversion layer (p > n) approxi-
mately 4.4 nm thick (denoted by the vertical dotted line). The inversion
layer is separated from bulk by a depletion layer approximately 160 nm
thick (defined here as n¼ 0.95nbulk). Most donors in the inversion layer
are ionized (open red diamonds), which augments the surface electric
field and results in a narrow triangular potential barrier across which
carriers can readily tunnel. Tunneling is a loss mechanism that
degrades the ability of the barrier to separate charge and produce
voltage. As drawn, the top �295 mV of the barrier is lost to tunneling,
leaving a maximum photovoltage of only �178 mV for any pyrite
junction. The maximum VOC becomes �340 mV if Eg is assumed to be
0.94 eV rather than 0.76 eV. Fig. S22† shows a similar diagram for the
case of a narrow band gap surface layer. Including bulk compensation
in the calculation did not change the qualitative features of the
diagram.

This journal is © The Royal Society of Chemistry 2014
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reduction at the pyrite surface and not from contamination
(e.g., oxide or adsorbed organic species). Experimental evidence
for the inversion layer has been overlooked in recent efforts to
explain the low voltage of pyrite photocells,4,38 yet surface
conduction in accumulation or inversion layers is quite
common for semiconductors, with important examples
including Mg2Sn,39 Ge,40 HgCdTe,41 pyrite NiS2,42 and InN.43,44 It
has taken until now to demonstrate the importance of surface
conduction in pyrite for two reasons: rst, many pyrite samples
are too impure to clearly see surface conduction in Hall data
and, second, the few examples of unusual Hall data reported in
the literature went unnoticed or were interpreted as hopping.28

The inversion layer can account for the low photovoltage of
pyrite photocells.13 As originally argued by Bronold, the low
voltage may be caused by thermionic eld emission45 through a
thin triangular potential barrier at the surface of the crystal
(Fig. 8).10 At the pyrite surface, the iron coordination number is
reduced from six to ve. This symmetry reduction (distorted
octahedral to square pyramidal coordination) creates iron-
based surface states at energies close to the valence band edge.
Fermi level equilibration of the n-type bulk with these surface
states generates strong upward band bending and an inversion
layer. During equilibration, donors near the surface rise above
the Fermi level and are ionized, which augments the surface
eld and creates a thin triangular potential barrier through
which majority carriers can tunnel directly or with the assis-
tance of empty donors (Fig. 8). Because this leaky potential
barrier is poor at separating charge, the dark current is large
and the maximum VOC limited to �0.2 V (i.e., the portion of the
barrier not shorted by tunneling). In this picture, increasing the
VOC will require reducing the concentration of surface states
(responsible for the inversion layer) as well as near-surface
donors (responsible for the triangular tunnel barrier and, ulti-
mately, the low VOC). We estimate that reducing ND below
�1017 cm�3 would render eld emission insignicant and boost
the maximum VOC above 450 mV. However, our efforts to lower
ND below �1019 cm�3 have been unsuccessful so far and it
remains to be seen whether these donors – which we believe are
sulfur vacancies and associated defect clusters – are inevitable
in pyrite.

The inversion layer can also explain why most polycrystalline
pyrite thin lms show the same electrical properties – a high
hole concentration, low mobility (#1 cm2 V�1 s�1), and acti-
vated transport with a small activation energy of �25 meV –

regardless of preparation method.11,13,46 Thin lms are oen
dominated by surface effects due to their large surface-to-
volume ratios. In the case of pyrite lms, transport may be
governed by surface conduction via the hole-rich accumulation/
inversion layer around each crystallite. These surface layers
would form continuous networks for long-range transport
through the lms. Unlike pyrite single crystals, which are
dominated by surface conduction only at temperatures low
enough to freeze out a sufficient fraction of the bulk electrons,
pyrite thin lms have a large surface volume fraction and are
therefore dominated by surface conduction at all temperatures.
The fact that pyrite lms have the same activation energy
(�25 meV) and low hole mobility (#1 cm2 V�1 s�1) as single
Energy Environ. Sci.
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crystals in the low-temperature, surface conduction regime is
strong evidence that the commonly-observed p-type electrical
behavior of pyrite lms is caused by conduction within a hole-
rich surface layer.

Our Hall data can also be understood in terms of an inverted
surface layer with a band gap that is smaller than the bulk band
gap of pyrite. Several DFT studies have concluded that the low
photovoltage of pyrite devices may be caused by narrowing of
the “band gap” of the rst three atomic layers of the pyrite
surface (�0.7 nm) to less than 0.6 eV by intrinsic surface states
or surface nonstoichiometry.4,12 Very recently, Herbert et al.
presented scanning tunneling spectroscopy (STS) evidence that
the clean pyrite (100) surface has a band gap of 0.4 � 0.1 eV.47

We nd that a thin surface layer with a reduced band gap (Eg ¼
0.3–0.6 eV) has very similar electrical consequences to an
inversion layer with the same band gap as bulk pyrite, namely:
(i) both layers are p-type (since EF � EV z 0.1 eV at the surface)
and responsible for the surface hole conduction we observe at
low temperatures; (ii) both layers can restrict the VOC to
#200 mV, albeit by different mechanisms (compare the band
diagrams in Fig. S22† and 8: an inherently small built-in
potential would cause the low VOC in the former case, while
thermionic eld emission in responsible in the latter case); (iii)
the two layers have the same origin (intrinsic surface states) and
so the same remedy (passivation of surface states and near-
surface defects). Changing the band gap of the surface layer has
a negligible effect on our Hall modeling, meaning that we
cannot tell whether the band gap of the surface differs from that
of the bulk on the basis of the Hall data alone. Likewise, UPS
probes <1 nm into the crystal surface and the data in Fig. 7 are
consistent with any value of the surface gap greater than 0.2–
0.3 eV. A combined UPS and inverse photoemission study could
complement STS to denitively establish the band gap of the
pyrite inversion layer.
2.3. Assessment of the bulk band gap of pyrite

In Section 2.2, we presented evidence for an inversion layer at
the surface of n-type pyrite single crystals and argued that
thermionic eld emission across this inversion layer is likely
responsible for the low photovoltage of pyrite photocells, in line
with earlier work by Bronold et al.10 Our data are also consistent
with the presence of a narrow-gap surface layer that generates
only a small potential barrier and thus a small maximum VOC.
In Section 2.3, we evaluate an important alternative explanation
for the low VOC of pyrite, namely that the bulk band gap of pyrite
has been overestimated in literature and is actually substan-
tially smaller than �0.95 eV at room temperature. If the bulk
electronic band gap was in fact 0.5–0.6 eV, then the maximum
VOC might be 0.2–0.3 eV, in good agreement with experiment.
Indeed, a small band gap is a more parsimonious explanation
for the low VOC than a leaky inversion layer. It is therefore
important to reassess the size of the pyrite band gap as rigor-
ously as possible.

The main reason to suspect that pyrite may have a smaller
band gap than commonly believed is a series of density func-
tional theory (DFT) studies4,22,38 showing that the conduction
Energy Environ. Sci.
band of pyrite features a long tail of states extending to the edge
of the gap (see Fig. S10†). Because of its low density of states
(DOS) and small optical matrix elements,31 this tail could easily
be invisible to the typical spectroscopic measurements used to
estimate semiconductor band gaps, leading to systematic
overestimation of the pyrite gap when measured optically. To
the best of our knowledge, there is no convincing experimental
evidence for this tail of states. Maps of the conduction band
DOS by inverse photoemission spectroscopy48,49 and electron
energy loss spectroscopy50 lack a clear tail, but this may simply
reect the inherent difficulty of detecting a weak DOS tail and
the fact that searching for a tail was not a focus of these earlier
studies. Experiments designed to detect and characterize this
proposed tail of states are necessary.

For materials with so band edges, electrical measurements
can provide more accurate band gap estimates than optical
measurements. The electronic band gap is commonly extracted
from the temperature-dependent conductivity in the intrinsic

region using sðTÞ ¼ A exp
�Eg
2kT

� �
, with both A and Eg treated as

independent of temperature.45 However, this expression is
based on several simplications, including the parabolic band
approximation, the free electron approximation, and the
Boltzmann approximation, each of which may be inappropriate
for pyrite. DFT results show that the valence and conduction
bands of pyrite are not parabolic and the DOS(E) functions are
neither free carrier like nor symmetric (the valence band has a
much larger DOS than the conduction band). Violation of the
parabolic band approximation by pyrite has been previously
pointed out by Ferrer et al.51,52 If the DOS from DFT is correct,
then the Fermi level must lie close to the conduction band edge
at high temperatures (see Fig. S12†), and the slope of an
Arrhenius conductivity plot will not correspond to half of the
band gap. This complicates any estimate of the pyrite band gap
from the intrinsic conductivity.

A further complication is that both A and Eg depend
on temperature. In deriving the normal expression for s(T),
the DOS is approximated with the free electron gas and
Boltzmann statistics are used to give

niðTÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NVðTÞNCðTÞ

p
exp

�Eg

2kT

� �
fT3=2 exp

�Eg

2kT

� �
. Combining

this expression with the temperature-dependent mobility due to
phonon scattering (m(T) f T�3/2) yields the usual s(T) equation
with constant A. This equation is probably not correct for pyrite
for the reasons mentioned above, and Amay change signicantly
with temperature depending on the explicit forms of DOS(E) and
m(T). Furthermore, Eg typically varies with temperature according

to the empirical relation Eg ¼ Eg0 �
aT2

T þ b
, resulting in a

substantial change in Eg (oen several hundred meV) from room
temperature to within the intrinsic region. A numerical model
using explicit forms of DOS(E) and Eg(T) and good estimates for
m(T) is therefore required to determine the pyrite band gap from
s(T) data. This is the approach we adopt in the following analysis.

Arrhenius conductivity plots of three pyrite crystals (300–
750 K) are shown in Fig. 9a. Since the pyrite samples were
measured at high temperature in nitrogen or vacuum ambient
This journal is © The Royal Society of Chemistry 2014
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Fig. 9 Conductivity of pyrite crystals in the intrinsic region. (a) High-temperature conductivity data for three crystals. The intrinsic region of each
sample is fit with the simple Arrhenius expression (dotted lines) as well as models employing DFT or parabolic DOS(E) values (gray and yellow
lines, respectively). All fits assume m(T)f T�2.5. Listed to the right of the graph are room-temperature Eg values (in meV) determined by the three
different approaches. (b) Two sets of heating and cooling curves (300 K to 750 K) for Sample 1. The activation energy is unchanged by heating,
suggesting that surface sulfur loss and possible phase transitions from FeS2 to sulfur-deficient FexSy and FeS do not appreciably alter the electrical
properties of the samples. Heating and cooling rates ¼ 7–14 �C min�1. Sample thickness ¼ 700–1040 mm.
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(see Experimental), we rst checked whether sulfur loss and the
formation of sulfur-decient phases at the crystal surface may
affect the conductivity data. Fig. 9b shows that the s(T) curves of
sample 1 are unchanged over several cycles of heating and
cooling, suggesting that loss of surface sulfur has negligible
impact on the data. In situ XRD scans of crystals subjected to
these heat treatments conrmed that the formation of sulfur-
decient phases (FeS and Fe7S8) becomes appreciable only
above 775 K (Fig. S23†) or aer prolonged heat soaking at
somewhat lower temperatures (>675 K). Furthermore, our
multi-layer model shows that the buildup of a metallic surface
layer of any signicant thickness would produce an obvious
upward shi in the conductivity curves, which is not observed.
We therefore believe that the s(T) data in Fig. 9 reect the
behavior of pyrite itself in the intrinsic region.

Prior to analyzing the s(T) data, we also estimated whether
thermal excitation of electrons at intrinsic temperatures could
ll enough of the conduction band tail of states to result in a
Burstein–Moss type increase of the apparent electronic band
gap. However, the intrinsic electron density at even the highest
temperatures explored here (�750 K) is still several orders of
magnitude smaller than the integrated DFT DOS at the edge of
the conduction band (Fig. S24†). Therefore, the DOS in the tail
is much too large to cause a signicant Burstein–Moss shi in
the intrinsic region, and we estimate that any increase in
apparent band gap due to state lling is less than 25 meV. This
further conrms that the s(T) data in Fig. 9 can be related to the
room-temperature electronic band gap of pyrite.

We calculated room-temperature band gaps from the s(T)
data using three different approaches. The rst approach

assumes the naive relation sðTÞ ¼ A exp
�Eg

2kT

� �
with a temper-

ature-independent Eg. Simple Arrhenius ts to the intrinsic
This journal is © The Royal Society of Chemistry 2014
region yield band gaps of 904, 912, and 750 meV for the three
samples in Fig. 9, in good agreement with previous results using
this approach.53 In the other two approaches we employed our
numerical model to iteratively t the intrinsic s(T) data to
determine Eg at high temperature and then extrapolated this
value to room temperature using a measured Eg(T) curve for
pyrite (see below). Modeling the data with the DFT DOS gives
room-temperature band gaps of 750, 760, and 620 meV, while
using the parabolic DOS instead of the DFT DOS results in gaps
of 800, 810, and 670 meV. The band gap values are �50 meV
smaller for the DFT DOS because the larger asymmetry between
the valence and conduction band DOS shis the Fermi level
upwards and requires a smaller calculated band gap to yield a
given slope in the s(T) data (see Fig. S12†). The same effect also
results in a higher calculated carrier density, which requires an
unrealistically low electron mobility to t the data with the DFT
DOS. Since the parabolic DOS provides a signicantly better
description of the pyrite Hall data than the DFT DOS, we
conclude that the larger band gaps are more accurate. However,
the accessible temperature range of the intrinsic region is fairly
small (constrained at the low end by doping and the high end by
sulfur loss). This causes some insensitivity to the t parameters
and an error of �50 meV in the band gap estimates. We also
note a striking sample-to-sample variation in Eg of �200 meV
across the seven samples we measured (see Fig. S25†). This
variation may result from larger band tails in lower quality
samples. Using the three highest Eg values in our data set and
the Eg(T) relationship described in the next paragraph, we
conclude that the room-temperature electronic band gap of
high-quality pyrite crystals is 0.80 � 0.05 eV. The average Eg of
the three samples in Fig. 9 – which includes one crystal with a
particularly small estimated band gap – is 0.76 eV, within the
specied range.
Energy Environ. Sci.
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Fig. 10 Optical extinction spectra of a 65 mm thick pyrite crystal as a
function of temperature (80–440 K). Inset is a plot of Eg versus
temperature as determined by linear extrapolation of the absorption
coefficient data after correcting for dispersion of the refractive index. If
Tauc plots are used instead, Eg is about 50 mV higher (lower) for the
direct (indirect) Tauc plot, while the temperature dependence of Eg is
unaffected. See Fig. S26† for a comparison of these data with similar
data on silicon.
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The temperature dependence of Eg was determined by
measuring the optical gap of thin polished pyrite crystals from
80 to 440 K using transmission spectroscopy. Fig. 10 shows the
raw extinction spectra as well as the optical gap extracted by
linear extrapolation of the absorption coefficient curve to its
intersection with the x-axis. Tauc plots – which presume para-
bolic bands – give the same Eg(T) values to within 50 meV. We
nd that the optical gap decreases from 1.00 eV at 80 K to
0.94 eV at 300 K and 0.86 eV at 440 K (the highest temperature
possible with our equipment). Our Eg(T) curve is in good
agreement with several previous reports,54,55 particularly the
work of Karguppikar and Vedeshwar56 (see Fig. S25† for a
compilation of literature data on the pyrite gap). Although the
magnitude of Eg may be overestimated by this optical method
(as discussed above), the temperature dependence of Eg should
be reliable, and we use the Eg(T) curve of ref. 56 to extrapolate
the modeled high-temperature electronic gaps to 300 K. Based
on this analysis, we nd that the most probable electronic band
gap of pyrite is 0.80 � 0.05 eV at room temperature, as
mentioned above. Although this value is somewhat smaller
than the optical gap (0.94 eV), it is still large enough to support a
photovoltage of 450–500 mV in pyrite photocells. We conclude
that the pyrite photovoltage is not limited to �200 mV by a
small bulk band gap.
3. Conclusions

High-quality, ultrapure iron pyrite single crystals have been
grown in sodium polysulde ux. Hall effect measurements of
these crystals show an unusual minimum and sign change of
the Hall coefficient at �120 K and �80 K, respectively. Numer-
ical tting of the Hall data using a multi-layer transport model
that includes a self-consistent Fermi level reveals the existence
of a hole-rich inversion layer at the surface of the n-type crystals.
Energy Environ. Sci.
This inversion layer is a channel for the surface conduction of
holes in pyrite. Electrons in the crystal bulk are frozen out at low
temperatures to the extent that the holes in the inversion layer
dominate conduction. The presence of the hole inversion layer
is corroborated by UPSmeasurements showing EF� EVz 0.1 eV
as well as Hall effect experiments as a function of crystal
thickness and physicochemical modication of the crystal
surface. The inversion layer can explain both the low photo-
voltage of pyrite photocells (caused by tunneling across part of
the inversion layer) and the common high p-type conductivity of
polycrystalline pyrite thin lms (caused by the dominance of
surface conduction in these high surface-to-volume ratio
samples). Our data can also be understood in terms of a surface
layer with a reduced band gap, with the VOC in this case limited
by weak band bending rather than tunneling. Transport within
the surface layer may occur by hopping at low temperature, but
more data are needed to conrm this possibility.

We also used our single crystals to assess whether the bulk
band gap of pyrite is signicantly smaller than the widely
accepted value of �0.95 eV at room temperature. Our optical
measurements yield a band gap of 0.94 eV, in agreement with
literature (as expected), while modeling of the intrinsic elec-
trical conductivity using two different DOS functions results in a
somewhat lower best-t value of 0.80 � 0.05 eV. Given the
assumptions involved in calculating the pyrite band gap from
conductivity data, we conclude only that the electronic gap of
high-quality pyrite is probably �0.80 eV, which is large enough
to support a photovoltage of �500 mV from pyrite photocells
under normal sunlight. In our view, all of the experimental
evidence available supports the hypothesis that the low VOC of
pyrite is caused by a surface layer, not a small bulk band gap.

This study conrms that pyrite suffers from a strong inver-
sion layer that likely limits the useful built-in voltage of pyrite
junctions to �200 mV, but the next question is whether this
conductive surface layer can be xed. Fixing pyrite will depend
on passivating the surface states that cause the surface layer and
lowering the concentration of near-surface donors (probably
sulfur vacancies) that promote tunneling across it. Etching
polished crystals in piranha reduces the effective surface
acceptor density by a factor of �15, but more rational and
controlled surface treatments should give better results. We
have shown that ux-grown single crystals can provide new
insights to fundamental questions about pyrite. Moving
forward, such crystals will serve as an important platform for
determining whether surface passivation can be used to
produce high VOC photovoltaic junctions from pyrite.

4. Experimental
4.1. Materials

We used starting materials of the highest available purity
(metals basis) and further puried each to remove possible
nonmetal impurities such as water and oxygen. Iron powder
(99.998%, 22mesh, Alfa Aesar) was loaded into a pyrolytic boron
nitride (pBN) crucible and reduced in a quartz tube furnace in a
ow of 5% H2/95% Ar at 300 �C for 15 hours to remove water
and surface oxides. Higher temperatures (>450 �C) led to
This journal is © The Royal Society of Chemistry 2014
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undesirable agglomeration of the iron powder. Sulfur powder
(99.9995%, Alfa Aesar) was degassed and dried in a quartz ask
under a dynamic vacuum of �30 mTorr at 130 �C for 3 hours.
Na2S$9H2O (>99.99%, Aldrich) was crushed, then dried and
degassed in a quartz ask under a dynamic �30 mTorr vacuum
at 300 �C for 5 hours, resulting in a mixture of ne colorless and
yellow powder (Na2S and polysuldes, respectively). Aer puri-
cation, all three starting materials were immediately trans-
ferred to an N2-lled glovebox (<0.1 ppm O2, LC Technologies)
without exposure to air.

4.2. Flux growth of single crystals

Pyrite crystals were grown in alumina crucibles (99.5%, LSP
Ceramics) or pBN crucibles (99.999%, Morgan Technical
Ceramics) sealed in evacuated quartz ampoules. All procedures
were performed rigorously air free. 0.50 grams of iron
(8.9 mmol) was placed in the bottom of the crucible, followed by
0.71 grams of Na2S (9.1 mmol) and 1.29 grams of sulfur
(40.2 mmol). The crucible was then loaded in a quartz tube and
the tube was connected to a vacuum hose with a closed isolation
valve. This apparatus was removed from the glovebox, attached
to a vacuum manifold, purged with 99.999% Ar, pump/purged
to <20 mTorr three times, and sealed at <20 mTorr with a
hydrogen/oxygen torch. The quartz ampoule was held vertically
the entire time to avoid mixing or spilling the contents of the
crucible. The ampoule was placed in the center of a vertical tube
furnace, heated at a rate of 13 �Cmin�1 to 780 �C, held at 780 �C
for 6 hours, cooled to 625 �C over 24 hours, and nally cooled
naturally to room temperature over 5 hours (36 hours total). The
crucible was then removed from the ampoule and placed in a
beaker of Millipore water for several hours to dissolve the ux.
80% of the time this procedure results in one large pyrite
crystal, while several smaller crystals are produced 20% of the
time. The crystals are sonicated in Millipore water to remove
ux residue, rinsed many times with Millipore water, dried, and
stored in the glovebox.

4.3. Crystal sectioning and surface preparation

Single crystals were mounted in epoxy (Buehler EpoxyCure) for
sectioning. A slow-speed diamond saw (Model 650, South Bay
Technology) was used to cut 500–1000 mm thick slabs from the
ux crystals parallel to their largest surface facet (usually a {111}
plane). The slabs were then released from the epoxy by soaking
in dichloromethane for 2 hours. To obtain ne-polished
surfaces with �2 nm RMS roughness, as-cut slabs were rst
polished sequentially with SiC paper of grit size 600, 800, and
1000, followed by sequential lapping with 3 mm and 1 mm dia-
mond slurries and, nally, 20 minutes of lapping with 50 nm
Al2O3 slurry (Buehler MasterPrep). Residual slurry particles
were removed by sonication in Millipore water. The polished
slabs were then transferred to the glovebox for Hall effect
measurements. Note that some slabs were measured without
any polishing (i.e., as-grown surfaces) or without the nal Al2O3

slurry polish (as indicated in the text).
Etching was carried out using freshly prepared piranha

solution (3 : 1 concentrated H2SO4 to 30% H2O2). Unless
This journal is © The Royal Society of Chemistry 2014
otherwise noted, samples were immersed in piranha for 2
minutes and then rinsed with deionized water and methanol
and blown dry.

A p-type silicon (100) wafer (B doped, 500 mm,MTI Corp.) was
used for Hall effect control experiments. For thickness studies,
pieces of the wafer were ground on both sides with 800 grit SiC
paper and measured with or without subsequent polishing of
both sides with 1000 grit paper followed by diamond slurries.
Ohmic contacts were made by scratching the corners of the
sample with a diamond scribe, applying In/Ga eutectic to the
scratched area and heating for 5 min at 80 �C. Silver paint was
then applied on top of the eutectic.
4.4. Structural, elemental, and electrical characterization

Structure determination by single crystal X-ray diffraction was
performed on a Bruker SMART APEX II diffractometer at 143 K
using �0.2 mm specimens removed from as-grown crystals.
Diffraction data were collected on a CCD area detector using Mo
Ka radiation (l ¼ 0.71073 Å). A full sphere of data was collected
for each crystal. The APEX2 soware package was used for data
collection and determination of unit cell parameters.57 Data
were absorption corrected using SADABS-2008/1. The structures
were solved by direct methods and rened by a full-matrix least-
squares routine on F2 with SHELXL97.58 The diffraction
symmetry was m3 and the systematic absences were consistent
with the cubic space group Pa�3. Thin lm X-ray diffraction
(including room-temperature rocking curves, 2q–u scans, and
pole gures) was performed on a Rigaku SmartLab diffractom-
eter. X-ray rocking curves and 2q–u scans were acquired on the
SmartLab congured with a Ge(440) � 4 monochromator
featuring an angular resolution of 5.4 arcseconds. Synchrotron
XRD measurements were performed on pulverized crystals in
capillary transmission mode at Beamline 11-BM of the
Advanced Photon Source (l ¼ 0.413141 Å) at Argonne National
Laboratory. X-ray tomography measurements were performed
on a Zeiss Xradia 410 Versa with a 4� objective lens. Raman
spectroscopy utilized a Renishaw inVia confocal Raman
microscope with a 50� objective lens and a 523 nm laser
operating at less than 5 mW. Samples were measured in air.
Scanning electron microscope (SEM) images were acquired on
an FEI Magellan 400 XHR SEM. Surface topography was
measured using an Asylum MFP-3D atomic force microscope
(AFM). Optical transmission spectra were acquired on a Perki-
nElmer Lambda 950 spectrophotometer equipped with a Janis
ST-100 cryostat. Helium pycnometry was carried out on a micro-
Ultrapyc 1200e (Quantachrome Instruments).

Elemental composition of the crystals was determined by
Evans Analytical Group using glow discharge mass spectrom-
etry (GDMS), instrumental gas analysis (IGA), inductively
coupled plasma optical emission spectroscopy (ICP-OES), and
secondary ion mass spectrometry (SIMS). GDMS measurements
were performed on a VG 9000 GDMS instrument (Thermo
Scientic). Powdered pyrite specimens were pressed into high-
purity In foil (99.99999%) previously cleaned with acid to
remove surface impurities. Impurities in the In foil were
analyzed prior to elemental analysis of each sample. Glow
Energy Environ. Sci.
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discharge conditions of 1.0 kV, 2.0 mA, and 100 Pa of 99.9999%
Ar were used for all measurements. Samples were pre-sputtered
for ve minutes prior to data acquisition. The intensities of the
ion beams were measured with a Faraday cup for iron, sulfur
and indium isotopes and a Daly conversion detector for all
analytes in the samples. The efficiency of the detectors was
calibrated using 180Ta (relative isotopic abundance of 0.012%)
measured on the Daly detector and 181Ta (relative isotopic
abundance of 99.99%) measured on the Faraday cup during
analysis of pure Ta metal. Scan points per peak were 70 chan-
nels, DAC steps of 7 with integration times of 100 and 160 ms
for the Daly detector and Faraday cup, respectively. IGA
measurements were performed on a Leco TC 600 oxygen/
nitrogen analyzer, a Horiba EMIA-820V carbon/sulfur analyzer,
and a Horiba EMGA-621W hydrogen analyzer. Samples were
prepared in a glovebox by loading small crystal pieces into Sn
capsules for the inert gas fusion measurements. ICP-OES
measurements used a PerkinElmer Optima 7300V spectrometer
operating at 1300 W. 0.1 g samples were digested in a closed
vessel containing 2 mL HNO3 and 6 mL HCl in 5 mL H2O in an
Anton Paar multiwave 3000 microwave (HF100 rotor).

Secondary ion mass spectrometry (SIMS) was performed on a
PerkinElmer Physical Electronics Model 6600 dynamic SIMS
instrument using 4 keV Cs ions for anions (S, O, H, C, F, and Cl)
and 5 keV O2 ions for cations (Na, K, Mg, Ca, Cr, and Al). Esti-
mated detection limits were 1 � 1015 atoms cm�3 for Na, K, Al,
Mg, Cr, and Ca, 5� 1017 atoms cm�3 for C, 2� 1018 atoms cm�3

for O and H, and 5 � 1016 atoms cm�3 for F and Cl. Atomic
concentrations are accurate to within a factor of two for oxygen
and a factor of ve for all other elements. The depth scale was
quantied by measuring the analysis craters with a stylus
prolometer.

Angle-integrated UPS spectra were acquired using He I
radiation in normal emission using a customized Physical
Electronics Model 5600 photoelectron spectroscopy system that
has been described previously.59 Data were taken at room
temperature on “as-polished” crystals and aer a chemical
cleaning process31 performed within the glovebox portion of the
cluster tool to which the photoemission system is directly
attached. Satellites due to non-monochromatic He I radiation
were subtracted numerically. The binding energy scale of the
spectrometer was calibrated using sputter-cleaned metal foils.

Hall effect data were acquired from 80 to 350 K on an Ecopia
HMS-5000 instrument (0.55 T magnet) inside an N2-lled glo-
vebox using the van der Pauw method. Samples were mounted
with thermal grease (Apiezon Type N) to a glass slide bonded to
the sample stage. Ohmic contacts were made with colloidal

silver paste. The Hall coefficient was calculated as RH ¼ VHd
IB

,

where VH is the measured Hall voltage, d the crystal thickness, I
the applied current, and B the magnetic eld strength. The
applied current was adjusted from 200 nA at 80 K to 1–2 mA at
350 K. Hall effect data were also acquired at Lake Shore Cryo-
tronics on a Model 9709A Hall Measurement System using a DC
eld strength of 2 T from 40–350 K and a 8404 AC/DC HMS
using an AC eld strength of 0.63 T RMS from 350–700 K.
Ohmic contacts were made with colloidal silver paste. The
Energy Environ. Sci.
applied current was adjusted from 50–100 nA at 40 K to 8–10mA
at 700 K. Representative plots of RH as a function of magnetic
eld are available in the Supporting Information (Fig. S27†).
Conductivity values from the different measurement setups
showed excellent agreement across the range of overlapping
temperatures. Magnetoresistance measurements were per-
formed in the 9709A system using a DC eld strength of up to
90 kOe. The current at 300 K and 70 K was 10 mA and 100 nA,
respectively. The resistivity at each magnetic eld was calcu-
lated using the standard van der Pauw method.

Additional high-temperature conductivity data were
obtained in a four point geometry by heating pyrite slabs with
an as-grown top surface and as-cut bottom surface to 750 K on a
hotplate inside an N2-lled glovebox. The samples were heated
rapidly (30–60 minutes) to minimize the loss of surface sulfur
and conversion of the surface of the pyrite crystal to poly-
crystalline pyrrhotites (FexSy) and/or troilite (FeS). Data were
recorded during both heating and cooling to check for thermal
hysteresis due to this surface phase transition. In all cases, the
cooling curve showed an unchanged slope and <20% higher
conductivity. The applied current was adjusted from 1 mA at
300 K to 10–100mA at 750 K to account for the change in sample
conductivity.
4.5. Modeling of Hall data

Electrical conductivity and Hall coefficient data were modeled
using the multilayer conduction model of Petritz.34 Our imple-
mentation of the model assumes that electrical transport occurs
in parallel through three layers – the crystal bulk and identical
surface inversion layers on the top and bottom of the single-
crystal slab – while neglecting currents across their interfaces.
Calculation of the Fermi level (EF), carrier concentrations (n and
p), conductivity (s), and Hall coefficient (RH) of the bulk and
surface layers utilizes the charge neutrality condition:

ND
+ + p ¼ NA

� + n (3)

where ND
+ and NA

� are the concentrations of ionized donors
and acceptors, given by45

ND
þ ¼ ND

1þ exp
ðEFðTÞ � EDÞ

ðkTÞ
� � (4)

NA
� ¼ NA

1þ exp
ðEA � EFðTÞÞ

ðkTÞ
� � (5)

Here, ND and NA are the concentrations of donors and
acceptors and ED and EA are their respective energy levels. The
carrier concentrations are given by

nðTÞ ¼
ðN
EC

DOSðEÞ 1

e

E�EFðTÞ
kT

h i
þ 1

0
B@

1
CAdE (6)
This journal is © The Royal Society of Chemistry 2014
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pðTÞ ¼
ðEV

�N

DOSðEÞ 1� 1

e

E�EFðTÞ
kT

h i
þ 1

0
B@

1
CAdE (7)

Because the valence and conduction bands of pyrite are
probably not parabolic, we compare in most calculations the
parabolic DOS(E) against an explicit numerical DOS(E) obtained
from our recent density functional theory (DFT) calculations of
the pyrite band structure (see Fig. S11† for the two DOS(E)
plots).22 In accord with literature and our own optical
measurements (see text), we use a temperature-dependent band

gap, EgðTÞ ¼ Egð0Þ � T2 � 0:00189 eV K�1

T þ 1915 K
, and assume equal

shiing of the conduction and valence band edges with
temperature.54,56

The calculation is performed by substituting eqn (4)–(7) into
eqn (3) to give a self-consistent expression for EF(T) that is
numerically solved for EF at each temperature. Aer calculating
n(T) and p(T) from EF(T), the conductivity s(T) and Hall coeffi-
cient RH(T) are obtained from the general expressions:

s(T) ¼ e(nme + pmh) (8)

RHðTÞ ¼ Ey

JxB
¼ pmh

2 � nme
2

eðpmh þ nmeÞ2
(9)

where the temperature-dependent carrier mobilities me and mh

are extrapolated from unipolar regions of the Hall data (see
ESI†). The electron mobility follows a T�2.5 law at temperatures
above �150 K, as expected for phonon scattering. Finally, the
contributions of the bulk and surface layers are combined to
determine the total s(T) and RH(T):34

stotal ¼ sb

db

d
þ 2ss

ds

d
(10)

RH;total ¼ RH;b

�
sb

stotal

�2
db

d
þ 2RH;s

�
ss

stotal

�2
ds

d
(11)

where db and ds are the thicknesses of the bulk and the surface
layers, respectively, and d ¼ db + 2ds is the total slab thickness.
Overall, there are ve free parameters used for modeling the
Hall data (ND, NA, ED, EA, and mh) as well as four quantities
parameterized from experimental data or theory (DOS(E), Eg(0),
me, ds). Some calculations also included compensation in the
bulk by adding a bulk acceptor with concentration NA,bulk and
ionization energy EA � EV ¼ 50 meV. The calculation routine
was implemented in Igor Pro 6.12.
4.6. Calculation of surface band diagrams

The soware program 1D Poisson (http://www3.nd.edu/
�demand/) by G. Snider was used to calculate band edge
energies and carrier concentrations as a function of distance
from the crystal surface (Fig. 8 and S22†). The inversion layer
was modeled by assuming a Schottky barrier at the surface of
n-type pyrite (with ND and ED taken fromHall effect results) with
a barrier height chosen so that the Fermi level was located
This journal is © The Royal Society of Chemistry 2014
�100 meV above the valence band edge, in agreement with UPS
results.
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